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Abstract This perspective article mainly focuses on the
development and applications of a pseudobond ab initio
QM/MM approach to study enzyme reactions. The follow-
ing aspects of methodology development are discussed: the
approaches for the QM/MM covalent boundary problem,
an efficient iterative optimization procedure, the methods
to determine enzyme reaction paths, and the approaches to
calculate free energy change in enzyme reactions. Several
applications are described to illustrate the capability of the
methods. Finally, future directions are discussed.
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1 Introduction

Enzymes, the remarkable catalysts provided by nature, play
essential roles in every biological process. They catalyze a
variety of chemical reactions with great efficiency and spec-
ificity. In order to fully understand inner workings of en-
zyme catalysis, information from experiments is necessary,
but often insufficient. With the developments in computer
technology and advances in computational chemistry, there
is of great interest in computational studies of enzymes to
complement experimental investigations.

The primary difficulties for computational methods to
study enzyme reactions stem from the following three as-
pects:

1. Enzyme reactions, involving bond forming and breaking,
requires the computational method to consider explicitly
electronic configuration change during the process.

2. Enzymes are very large and heterogeneous, containing
at least thousands of atoms. The remarkable capability
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of an enzyme is not only determined by its active site,
but also controlled by its protein and solvent environ-
ment. Therefore, it requires the computational method to
take the heterogeneous enzyme environment into account
explicitly.

3. Under native conditions, an enzyme in solution under-
goes a variety of constant random thermal motions and
conformational transitions. To take account of enzyme
dynamics, extensive statistical sampling should be car-
ried out.

The high level quantum mechanical (QM) methods can
describe chemical reactions, but computationally too expen-
sive to study a system with thousands of atoms. The combined
quantum mechanical and molecular mechanical (QM/MM)
methods [1–3] and the ONIOM method [4] extend the realm
of quantum mechanical calculations to large systems. In a
QM/MM calculation, a small chemically active region is
treated by a QM method, while the remainder of the system
containing a large number of atoms is described by a molec-
ular mechanical force field. Such a combined QM and MM
approach can take advantage of the applicability and accu-
racy of the QM methods for chemical reactions and of the
computational efficiency of the MM calculations. The total
energy of this QM/MM system can be written as follows:

Etotal = Eqm(QM) + Emm(MM) + Eqm/mm(QM/MM).

(1)

where Eqm(QM) is the quantum mechanical energy of the
QM sub-system, and Emm(MM) the standard molecular
mechanical interactions involving exclusively atoms in the
MM sub-system. The QM/MM interaction between the QM
sub-system and the MM sub-system can be divided into three
terms: electrostatic contribution, van der Waals contribution
and MM bonded interaction, as in the following equation:

Eqm/mm(QM/MM) = Eelectrostatics(QM/MM)

+Evdw(QM/MM)

+EMM−bonded(QM/MM), (2)
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Fig. 1 Illustration of the difference between the pseudobond approach and the conventional link atom approach in the treatment of the QM/MM
boundary problem

The sum of Eqm(QM) and Eelectrostatics(QM/MM) are cal-
culated with a QM method, while the remaining terms are
treated with an MM force field.

Over the last three decades, many combined QM/MM
approaches have been developed, ranging from empirical va-
lence bond (EVB) method [5–7], to semi-empirical QM/MM
approaches [3,8–11] , and to methods based on high level QM
methods [2,12–21]. The EVB method is based on the valence
bond concept and provides a smooth interpolation of the
potential energy surface for the reaction region. In semi-
empirical QM/MM approaches, several QM methods have
been employed, including AM1 [22], PM3 [23], a semi-
empirical density functional method SCC-DFTB [24], etc.
Both EVB and semi-empirical QM/MM approaches have
been widely employed to investigate enzyme reactions with
extensive statistical sampling, and have provided much in-
sights into enzyme catalysis [5–7,25–31]. However, the diffi-
culty to calibrate the EVB parameters and the deficiency of
currently available semi-empirical methods limit their
applicability and predictive power. For example, they are
generally not suitable for studying enzymes, which contain
transition metal atoms at their active sites. With the increase
of the speed of computers and the development of more effi-
cient algorithms which make ab initio QM calculations more
affordable, there is consequently a great deal of interest in
developing QM/MM methods based on ab initio QM meth-
ods, including density functional theory (DFT) with gradi-
ent-corrected and hybrid functionals. With an adequate basis
sets, ab initio QM methods are more accurate to describe
chemical reactions, and are more widely applicable.

Development and applications of combined QM/MM
methods have been extensively reviewed [7,25–27,31–36,
29], and a full review is not repeated here. In this perspec-
tive article, we mainly focus on the pseudobond ab initio
QM/MM approach and its applications to enzyme reactions.

2 Methods

In this section, the following four aspects of methodology
development are discussed: the description of the QM/MM
boundary across covalent bonds, an efficient iterative optimi-
zation procedure, the methods to determine enzyme reaction
paths, and the approaches to calculate the free energy change
in enzyme reactions.

2.1 Description of the QM/MM boundary across covalent
bonds

A critical issue underlying the accuracy and applicability of
the combined QM/MM methods for studying enzyme reac-
tions is how to describe the QM/MM boundary across cova-
lent bonds [3,25,12,10,37,33]. For example, when the
molecule in Fig. 1 needs to be treated by a QM/MM method,
the active part resulted from the cutting of the C–C bond is a
radical and has a free valence. The behavior of the radical is
clearly much different from the original closed-shell system.
Thus, it is not appropriate to simply treat the active part quan-
tum mechanically. Over the years, a number of groups have
made efforts to develop solutions for this covalent-bond-cut-
ting boundary problem.

Link atom approach is the most straightforward prescrip-
tion to this boundary problem [2–4,12,16,38–40]. In the link
atom approach, link atoms, which are generally hydrogen
atoms, are inserted to cap the free valence of the active part,
except that in the HyperChem software [41] where pseudo-
halogen atoms are used in their semi-empirical QM/MM pro-
gram in order to mimic the effect of the fragments, which are
removed from the QM treatment [25]. The link atoms and
the atoms in the active part form the closed-shell QM region,
which can be described quantum mechanically, while the
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rest are treated molecular mechanically. One main drawback
of the link atom approach is the introduction of additional
degrees of freedom into the system, which complicates the
expression of the energy and force, the geometry optimiza-
tion and molecular dynamics simulation. Although a variety
of approaches have been made to alleviate these complica-
tions within the link-atom framework [38–40], there is a great
deal of interest in the search for approaches without introduc-
ing additional atoms into the system.

An alternative approach to describe QM/MM interface
across covalent bonds is the use of bonding hybrid orbitals,
including the hybrid orbital method [1,42], local self-consis-
tent field (LSCF) method [43–46], generalized hybrid orbital
(GHO) method [37,47] and frozen orbital method [48,18]. In
the LSCF method, the localized bonding orbitals, which are
obtained from separate QM calculations on small model com-
pounds, are used to cap the free valences of the active part.
Due to the use of hybrid orbitals, extensive theoretical for-
mulation and substantial code development are required for
the implementation of hybrid orbital methods. Meanwhile, it
has been realized that the use of hybrid orbitals alone cannot
lead to a satisfactory description of the QM/MM interface,
and some specific parameterizations are needed [37,48,18,
46,47].

A third category of methods for handling the QM/MM
boundary problem neither introduces additional atoms into
the system nor employs bonding hybrid orbitals, which in-
cludes pseudobond method [15,49], connection-atom method
[50], quantum capping potential method [51], effective group
potential method [52], and minimum principle approach [53].
In this category, the pseudobond method developed by Zhang,
Lee and Yang [15] was the first approach developed for ab
initio QM/MM methods. The main idea of the pseudobond
approach [15] is as follows: we consider that a large mole-
cule is partitioned into two parts, an environment part and an
active part, by cutting a covalent σ bond Y − X. Y and X re-
fer to boundary atoms of the environment part and the active
part, respectively. Instead of using a hydrogen atom to cap
the free valence of X atom as in the conventional link atom
approach, here a pseudobond Yps − X is formed by replac-
ing the Y atom with a one-free-valence boundary Y atom
(Yps). The Yps atom is parameterized to make the Yps − X
pseudobond mimic the original Y − X bond with similar
bond length and strength, and also similar effects on the rest
of the active part. In the pseudobond approach, the Yps atom
and all atoms in the active part form a well-defined (often
closed-shell) QM sub-system, which can be treated by quan-
tum mechanical methods. Excluding Y atom, the rest atoms
in the environment part form the MM sub-system, which
will be represented by a molecular mechanical force field.
As illustrated in Fig. 1, the pseudobond approach offers a
smooth connection at the QM/MM interface and does not
introduce additional atoms into the system as the link-atom
approach. In comparison with hybrid orbital methods, the
formalism of the pseudobond approach is simpler and it does
not necessitate extensive changes to an existing QM source
code.

Very recently, a new formulation has been employed to
develop the pseudobonds [49], in which the boundary car-
bon (Cps) atom has (1) seven valence electrons, (2) nuclear
charge seven, (3) an angular-momentum-independent effec-
tive core potential, (4) an STO-2G basis set. Seven valence
electrons are just enough to doubly fill three out of the to-
tal four valence orbitals and leave the remaining one singly
occupied; the Cps atom thus has a free valence to make the
pseudobond. Since the effect of core electrons has been in-
cluded in the effective core potential, there is no core electron
needed. Thus the total number of the electrons as well as the
nuclear charge for this atom Cps are seven. By parameteriz-
ing both the effective core potential and the basis set which
have a total of six parameters, not only has the Cps(sp3)-
C(sp3) pseudobond been further improved, but also have
the accurate Cps(sp3)-C(sp2, carbonyl) and Cps(sp3)-N(sp3)
pseudobonds been developed for the cutting of protein back-
bones and nucleic acid bases with the 6-31G* basis set.
The developed pseudobonds are independent of the molecu-
lar mechanical force field. Although the parameterization is
performed with density functional calculations using hybrid
B3LYP exchange-correlation functional, it is found that the
same set of parameters is also applicable to Hartree–Fock
and MP2 methods, as well as DFT calculations with other
exchange-correlation functionals. Tests on a series of mol-
ecules yield very good structural, electronic and energetic
results in comparison with the corresponding full ab initio
QM calculations.

2.2 An efficient iterative optimization procedure

With a well-defined potential energy surface (PES), the next
major task for computational chemistry is to locate the sta-
tionary points (minima and saddle points) on the PES, which
corresponds to equilibrium geometries and transition states.
There have been great efforts devoting to this subject and
many successful methods have emerged [54–61]. However,
the efficiency of an algorithm is highly dependent on the
size of the system and the cost to calculate the PES. Those
algorithms developed for pure QM studies, such as the quasi-
Newton minimizer in redundant coordinates [55,56], are
inefficient to tackle a system with thousands of moving atoms.
On the other hand, some powerful minimization methods
have been developed for the MM PES, such as the truncated
newton method [59–61]. However, the requirement for the
second order derivatives or for the large number of energy
and gradient evaluations makes these methods impractical
for ab initio QM/MM studies of large systems.

Here, an efficient iterative optimization procedure has
been developed for the pseudobond ab initio QM/MM cal-
culations [62]. The main idea is to optimize the small QM
sub-system using the quasi-newton minimizer in redundant
internal coordinates with QM/MM calculations, while mini-
mizing the large MM sub-system with the truncated newton
method in Cartesian coordinates with only MM calculations.
Thus we can take the advantages of both minimizers and
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avoid their disadvantages. With the smooth connection be-
tween the QM and MM regions offered by the pseudobond
QM/MM approach [15], this iterative optimization proce-
dure turns out to be very efficient. It should be noted that
besides this efficient iterative optimization procedure [62],
several other micro-iterative optimization approaches [18,
63,64] have been developed for QM/MM optimizations. All
these methods differ in specific implementation details, but
share the very similar spirit.

2.3 Methods to determine enzyme reaction paths

The characterization of enzyme reaction mechanisms is one
of the primary goals of chemical biology. For many enzymes,
in spite of extensive investigations, the detailed reaction
mechanism is often unclear or unsettled due to experimental
challenges in providing direct information regarding tran-
sition states and intermediates during the reaction process.
Meanwhile, the capability to determine enzyme reaction mech-
anisms is one of the main strengths of ab initio QM/MM
methods, and is a prerequisite to understand the structure-
reactivity relationship. However, to locate transition states
using an ab initio QM/MM method for an enzyme system
with thousands of atoms is very challenging, considering
that transition state search is far from a routine task even
for a small chemical system. Over the years, there have been
great efforts devoting to this subject. Here we focus on the
approaches which have been adapted to study enzyme reac-
tions.

The most intuitive and so far most commonly used ap-
proach to study enzyme reactions is the reaction coordinate
driving (RCD) method: stepping along a proposed reaction
coordinate, and performing the energy minimization with re-
spect to the remaining coordinates [65,66,54,12,67]. Pro-
vided that the obtained minimum energy path is smooth and
continuous, it has been shown that the energy maximum
along the path is a good approximation for the transition state
[68,69]. In applications, the initial choice of a reaction coor-
dinate, which is a linear combination of internal coordinates,
is often based on the determined reactant structure and the
specific proposed reaction mechanism. In calculations, the
constrained optimization procedure can be applied to differ-
ent points along the reaction path by changing the value of
the chosen reaction coordinate gradually from the initial state
to the final state. Then for stationary points along a smooth
and continuous path, frequency calculations can be carried
out. The energy maximum on the path with one and only one
imaginary frequency can be located as the transition state.
Although the RCD method seems to be conceptually simple
and can be easily implemented, it is actually not so easy to
apply due to the difficulty to obtain a smooth and continu-
ous path. Except for some simple and well-studied enzyme
reactions, it often requires a lot of experience and many tries
to choose a “perfect” reaction coordinate to achieve the goal.
Therefore, there is a lot of interest to adapt more sophisti-
cated methods, including both of chain-of-state methods and
eigenvector-following methods.

Nudged elastic band (NEB) method [70–73] are among
the most successful chain-of-state methods to determine
chemical reaction paths. Very recently, by resolving issues
coming from the large number of soft and floppy degrees of
freedom in enzymes, Xie, Liu and Yang [74] have adapted
the NEB method to study multi-step enzyme reactions with
semi-empirical QM/MM approaches. Meanwhile, Liu et al.
[75] developed a parallel iterative path optimization method
for ab initio QM/MM modeling of enzyme reactions based on
the adaption of the path optimization procedure [57]. In this
method [75], an initial reaction path is defined by a discrete
set of structures from interpolation using trial reactant/prod-
uct structures, or trial reactant/transition state (TS)/product
structures, or from previous path relaxation state. Then by the
introduction of a new metric defining the distance between
different structures in the configuration space, optimization
can be performed on each structure along the path, which
can be carried out in an embarrassingly parallel fashion. The
method has been demonstrated its efficiency and applica-
bility in testing on two enzymes TIM and 4OT, with the re-
sults in consistent with previous reaction paths obtained from
the reaction coordinate driving method. Very recently, a two-
step procedure [76] has been developed to determine enzyme
reaction paths by combining the above two approaches: the
NEB method [74] and the parallel iterative path optimiza-
tion method [75]. Its efficiency and applicability were tested
on two enzymes in which this two-step procedure [76] can
reduce the number of path optimization cycles by half in
comparison with using the parallel iterative path optimiza-
tion method [75] alone.

Besides the chain-of-state methods, the eigenvector-fol-
lowing methods [54,77] have also been adapted to locate or
refine the transition state using QM/MM methods [78,79,
64]. Although it is much more expensive, it has been shown
to be useful in cases that reaction coordinate driving method
has difficulty to obtain a smooth and continuous path but
can find the structure in the quadratic region. Meanwhile,
the results indicate that the RCD method is in general good
enough to locate the transition state if an appropriate reaction
coordinate can be chosen [79].

2.4 Free energy calculations

For an enzyme system with thousands of atoms, extensive
sampling on the potential surface is needed to obtain reliable
results. The free energy changes associated with the reac-
tions are not only better-defined for such systems, but also
characterize the reactions better than the potential energies.
Ideally, extensive molecular dynamics or Monte Carlo simu-
lations should be carried out on an entire QM/MM system to
take care of the statistical mechanical sampling. In practice,
it is computationally very expensive to directly perform MD
or MC simulations on an ab initio QM/MM potential energy
surface. There is a lot of interest in developing more efficient
approaches.

Based on the pseudobond approach [15] and the efficient
iterative optimization procedure [67], an ab initio QM/MM
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free energy (QM/MM-FE) approach [67] was developed by
employing two main approximations: (1) the dynamics of
the QM subsystem and MM subsystem is independent of
each other, (2) the fluctuation of QM subsystem is estimated
with a harmonic approximation. In this approach, first the
enzyme reaction path is determined with ab initio QM/MM
method. Then the free energy change associate with QM/MM
interactions along the reaction path can be calculated with
free energy perturbation calculations. The contribution of the
QM fluctuation to free energy change is estimated with fre-
quency calculations. The method has been applied to study
various enzymes [67,80–82]. Unlike the QM-FE approach
[83,84,14] which combines gas phase QM calculations with
free energy calculations, the advantage of the QM/MM-FE
approach is that it determines the reaction path in enzyme
environment with ab initio QM/MM approaches.

In the QM/MM-FE approach, the independent dynamics
assumption may not be appropriate if the coupling between
reaction dynamics and protein dynamics is strong. In order
to address this issues, very recently Lu and Yang [85] have
developed a novel formulation of reaction path potential with
parameters which can be determined by ab initio QM/MM
calculations. With the constructed reaction path potential,
which employs a linear response formula for the QM charges
and a second order approximation for the QM internal energy,
the extensive molecular dynamics simulation on an enzyme
can be efficiently carried out to calculate the free energy of
enzyme reactions as well as the reaction rate. For the initial
proton transfer step catalyzed by triosephosphate isomerase,
this new method has been demonstrated to be able to calcu-
late the reaction free energy barrier [85]. Furthermore, it has
been employed to compute the transmission coefficients and
examine the dynamic effects on the enzyme reaction rate [86].

3 Applications

In this section, we describe the applications of the pseudo-
bond ab initio QM/MM approach to study several enzymes,
including enolase [80], acetylcholinesterase [87,88], 4-ox-
alocrotonate tautomerase [81,82] and kinase [89]. These
studies demonstrate that the method is powerful in provid-
ing detailed insights into enzyme reactions. Some theoretical
predictions [80,81] were subsequently confirmed by experi-
mental studies [90,82,91].

3.1 Enolase [80]

Enolase catalyzes the dehydration of 2-phospho-d-glycer-
ate (PGA), to form phosphoenolpyruvate (PEP). Previous
studies have suggested a stepwise mechanism. The first step
involves the abstraction of the proton on carbon-2 of PGA
(the α-proton) by a general base of the enzyme, and the sec-
ond step is the leaving of the hydroxyl group on carbon-3
(the β-hydroxyl group) from an enolic intermediate, with
the assistance of a general acid. Using the pseudobond ab

initio QM/MM approach and free energy calculations, the
reaction paths and free energy barriers for the two steps of
the reaction have been obtained. The calculated free energies
of activation are consistent with the reaction rates measured
from experiments. To understand how the enzyme environ-
ment can favor two reaction steps which result in opposite
changes of charge on the substrate, the energy decompo-
sition analysis of the activation barriers of the two reac-
tion steps were carried out. The analyses are well correlated
with available site-directed mutegenesis studies on enolase.
More importantly, combining the three-dimensional struc-
ture of the active site and the theoretical results (especially,
the analyses on the roles of individual residues in transition
state stabilization) brought about an important insight into
the structure-function relationship of this enzyme. That is,
the polar and charged residues at the active site are organized
in a distinctive manner so that they do not interfere with (only
modestly enhance) the transition state stabilizing effects of
the metal cations in the α-proton abstraction step.At the same
time, they strongly compensate for the transition-state desta-
bilizing effects of the same metal cations in the β-hydroxyl
group leaving step. It was found that to achieve overall cata-
lytic efficiency, the structure of the enolase active site takes
advantage of the fact that the charge reorganization proce-
dures accompanying the two reaction steps take place in two
different directions in space.

3.2 Acetylcholinesterase [87,88]

Acetylcholinesterase (AChE) is a serine hydrolase responsi-
ble for the termination of impulse signaling at cholinergic
synapses. It catalyzes the hydrolysis of the neurotransmit-
ter acetylcholine (ACh) with a remarkably high catalytic
efficiency and it is also a promising drug-design target for
the treatment of Alzheimer’s disease. The essential catalytic
functional unit of AChE is the catalytic triad consisting of
Ser203, His447 and Glu334.

The mutation of any of these three residues to alanine
leads to a decrease in activity of at least 3,300-fold. Al-
though the catalytic roles of Ser203 and His447 are quite
clear, several different roles proposed for Glu334 in the lit-
erature, including electrostatic stabilization, “charge-relay”
mechanism and the “low-barrier hydrogen bond” mecha-
nism. Besides the catalytic triad, another important com-
ponent of the active center in AChE is the oxyanion hole.
The x-ray structure of a transition state analog complex with
torpedo AChE revealed that there exists a three-pronged
oxyanion hole in the active site of AChE, in contrast to the
two-pronged oxyanion hole in most serine proteases. The
respective O to N hydrogen bond distances are 2.9, 2.9 and 3.2
Å, respectively. The question is whether these three hydrogen
bonds always formed in enzyme reactions, and whether the
weaker hydrogen bond is less important than the other two.

From the ab initio initio QM/MM studies of first step
of the acylation reaction, it is found that the catalytic role
of the third residue of the catalytic triad, Glu334, is to sta-
bilize the transition state through electrostatic interactions.
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The calculations did not support the “charge-relay” mech-
anism or the “low-barrier” hydrogen bond mechanism. For
the oxyanion hole, the calculations indicate that in the AChE-
ACh Michaelis complex, there are only two hydrogen bonds
formed between the carbonyl oxygen of ACh and the pep-
tidic NH groups. As the reaction proceeds, the distance be-
tween the carbonyl oxygen of ACh and NH group of third
residue becomes smaller, and the third hydrogen bond is
formed both in the transition state and the tetrahedral inter-
mediate. Such a progressive hydrogen bond formation makes
that weak hydrogen bond at least as important as the other
hydrogen bonds in enzyme catalysis. In order to take ac-
count of protein dynamics and to investigate the effect of
different conformations on the enzyme reaction energy bar-
rier, this reaction step has also been studied with a multiple
QM/MM reaction path approach. The approach consists of
two main components: generating enzyme-substrate confor-
mations with classical molecular dynamics simulation, and
mapping out the minimum reaction energy path for each con-
formational snapshot with combined QM/MM calculations.
It is found that enzyme-substrate conformation fluctuations
lead to significant differences in the calculated reaction en-
ergy barrier; however, the qualitative picture of the role of the
catalytic triad and oxyanion hole in AChE catalysis is very
consistent.

3.3 4-Oxalocrotonate tautomerase [81,82]

4-Oxalocrotonate tautomerase (4-OT) catalyzes the isomer-
ization of unconjugated α-keto acids, and is part of a deg-
radative metabolic pathway that converts various aromatic
hydrocarbons to intermediates in the citric acid cycle. Al-
though experimental results suggest that this is a general
acid-base mechanism, with Pro-1 acting as the general base,
it is not clear which residue acts as the general acid in the
reaction. One possible suggestion is aboutArg39′′, which is in
the active site. Here ab initio QM/MM calculations have been
carried out examine different proposed reaction schemes. The
calculations clearly show that there is no general acid in the
reaction.Arg-39′′, which is hydrogen bonded to the carboxyl-
ate group of the substrate, and an ordered water, which moves
closer to the site of the charge formed in the transition state
and intermediate, play the main role in transition state/inter-
mediate stabilization without acting as general acids in the
reaction. This theoretical prediction about the role ofArg-39′′
has recently been confirmed by experimental studies [91]. In
addition, a combined ab initio QM/MM and experimental
studies have shown that the protein backbone make impor-
tant contributions to 4-OT catalysis [82].

3.4 Protein kinase [89]

Protein kinase (PKA) catalyzes the protein phosphorylation,
which regulates all aspect of cell life. In spite of extensive
experimental studies, some detailed questions regarding how

PKA catalyzes the phosphorylation reaction remain unset-
tled, including whether the reaction is associative or disso-
ciative, and the respective catalytic roles of specific residues,
metal ions and structural elements. There are particularly
intriguing questions regarding the catalytic roles of Asp166,
Lys 168, glycine rich loop, etc.

Density functional theory QM/MM calculations have
been carried out on the catalytic subunit of cAMP-dependent
PKA. The QM/MM calculations indicate that the phosphor-
ylation reaction catalyzed by PKA is mainly dissociative,
and Asp166 serves as the catalytic base to accept the proton
delivered by the substrate peptide. Among the key interac-
tions in the active site, the Mg2+ ions, glycine rich loop, and
Lys72 are found to stabilize the transition state through elec-
trostatic interactions. On the other hand, Lys168, Asn171,
Asp184, and the conserved waters bound to Mg2+ ions do not
directly contribute to lower the energy barrier of the phos-
phorylation reaction, and the possible roles for these resi-
dues are proposed. The QM/MM calculations with different
QM/MM partition schemes or different initial structures yield
consistent results. In addition, 12 ns molecular dynamics sim-
ulations on both wild type and K168A mutated PKA, respec-
tively, have been performed to demonstrate that the catalytic
role of Lys168 is to keep ATP and substrate peptide in the
near-attack reactive conformation.

4 Perspectives

The field of the development and application of ab initio
QM/MM methods is expanding rapidly. The methods have
become increasingly powerful in complementing experimen-
tal methods to elucidate the chemistry of the complex bio-
logical process and to investigate chemical reactions in the
condensed phase. Meanwhile, it has been recognized that in
order for ab initio QM/MM methods to become an equal
partner of experimental methods, significant efforts are still
needed to further improve their accuracy and applicability.
The following are some thoughts on future directions.

1. One of the key directions to develop the next genera-
tion of ab initio QM/MM methods is to develop a more
accurate, transparent and systematic treatment for the
QM/MM covalent boundary problem. Despite that many
efforts have been devoted to this subject, as it is discussed
previously, this problem remains one of the major chal-
lenges for ab initio QM/MM methods. For example, in
the pseudobond approach, although the Cps(sp3)-C(sp3),
Cps(sp3)-C(sp2, carbonyl) and Cps(sp3)-N(sp3) pseudo-
bonds for 6-31G* basis set have been developed, the
pseudobonds for other basis sets and many other pseudo-
bonds have not been developed. Meanwhile, these devel-
oped pseudobond parameters are semi-empirical in nature
because they are parameterized against molecular prop-
erties with a limited set of molecules. It would be ideal to
design the boundary atom to mimic atomic properties of
the corresponding atom instead of molecular properties.
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2. Besides the QM/MM covalent boundary problem, an-
other key aspect which limits the accuracy of ab ini-
tio QM/MM potential energy surface is the treatment of
QM/MM interactions. In most ab initio QM/MM meth-
ods, the non-bonded QM/MM interactions consist of the
van der Waals part through Lennard-Jones potential and
the electrostatic part calculated through a coulombic term
in an effective Hamiltonian with the MM atoms as fixed
point charges. The energy of the effective Hamiltonian,
which is obtained by QM calculations, is the sum of the
QM energy of the QM subsystem (EQM) and the elec-
trostatic interaction between QM and MM subsystems.
Although such a formulation suffices for many QM/MM
applications, it only takes into account the polarization
effect of the MM charges on QM subsystem but does not
include the polarization effect of the QM subsystem on
MM atoms or the polarization interaction among MM
atoms. Coupling the QM method with a polarizable force
field is certainly desirable and has been developed [92,10,
93,94]. However, improving the description of the polar-
ization effect alone may not necessarily lead to a better
description of the QM/MM interactions since polariza-
tion effect and exchange interaction are often coupled
and compensated. The only repulsive term in the most
QM/MM formulations, which partly takes account of the
exchange effects, is the very short-ranged 1/r12 term of
the Lennard–Jones potential. Such a short-ranged repul-
sive potential may become inadequate when a polarizable
MM force field is employed. With the recent development
in MM polarizable force fields [95,96] and effective frag-
ment potential method [97], it is expected that new cou-
pling schemes are likely to emerge to take account of both
polarization and exchange interactions, which can lead to
a more accurate treatment of QM/MM interactions in the
near future.

3. In comparison with EVB and semi-empirical QM/MM
methods, one of the main drawback of ab initio QM/MM
method is that it is often computationally too expensive to
carry out conventional MD or MC simulations on an en-
tire QM/MM system to take care of the statistical mechan-
ical sampling. Much more efforts are clearly needed to
develop more efficient approaches to sample the ab initio
QM/MM potential energy surface extensively and reli-
ably. Meanwhile, the appropriate treatment of boundary
condition and electrostatic interaction is also very impor-
tant in QM/MM calculations. This subject has been dis-
cussed in more details by Cui in this special issue.

4. For applications, one possible niche for density functional
theory QM/MM methods is the study on enzymes con-
taining transition metal at its active site [98,36]. Mean-
while, ab initio QM/MM methods are expected to have
significant impact for those enzymes which have been
little understood experimentally.

Finally, it can be concluded that the future of ab initio
QM/MM methods is very bright, considering the robustness
and accuracy of ab initio QM methods, the advantage of
QM/MM framework, the central importance of enzymes and

complex chemical systems, as well as the continuing increase
of the speed of computers. With further methodology devel-
opment to improve their accuracy, efficiency and applicabil-
ity, ab initio QM/MM methods would become equal partners
of experimental methods in the not too distant future.
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